
I was asked to write about the story behind the 
2010 Kowalski Prize in Chemometrics. I  will need a 
few of pages to do so.

The story began in 1997. At that time, I was hired 
by AstraZeneca to carry out research on in-line 
near infrared (NIR) process analysis, and I worked 
on a PhD thesis on this theme at Lund University. I 
had been interested by partial least squares (PLS) 
regression ever since 1993 when I completed my 
Master’s thesis on on-line NIR using a Guided Wave 
instrument from Tecator. I  don’t know why, but I 
was very attracted to the PLS from when I  first saw 
it. I wanted to know more, but the information that 
I was interested in was not to be found anywhere, 
so I began my own investigations. First, I worked 
with paper and pen to carry out the mathematics, 
but the expressions became huge. It was impossi-
ble to do all the algebra correctly, so I decided to 
write a package for Maple, which is software for 
symbolic mathematics. With the Maple package, I 
could be sure that I obtained the correct expres-
sions. The problem was then that I did not realize 
how they could be used, so I stored the files in a 
folder on my computer and left matters there. I 
thought that they may be useful later.

I met all the stars within the field of chemometrics 
early in my career at a conference in Reykjavik in 
1994. It is unlikely that I will ever attend a better 
conference; it was a fantastic group and an amaz-
ing environment. There was good chemistry be-
tween me and three young men from what was 

then a new group studying chemometrics at KVL 
in Copenhagen. Their leader was Lars Munck, 
whom I soon found to be one of the most inspir-
ing people that it is possible to ever meet. I kept in 
touch with the group and went to them to share 
and discuss ideas in an enjoyable manner. They 
helped me with some early three-way applications 
within pharmaceutical analysis and I discussed an 
idea I had on variable selection with Rasmus Bro 
and Lars Nørgaard. They gave me confidence and 
understood the potential of my idea for variable 
selection and encouraged me to publish it. I wrote 
a short communication on my work and sent it  to 
the Journal of Chemometrics in 1998. I felt that simi-
lar ideas would appear soon, which turned out to 
be correct, so I wanted my work published as soon 
as possible. For this reason, the quality of the sub-
mission was perhaps not as good as it could have 
been. The comments from the editor-in-chief were 
that I should “use formulas and equations to pre-
sent theory. No Matlab commands”. I knew this 
would be difficult  because there was no explicit 
mathematical expression available for the PLS re-
gression vector. A year later, I realized that I  could 
use my work on the symbolic mathematics of the 
original PLS algorithm, NIPALS. You could say that 
the rejection of my paper on variable selection 
prompted me to work on the theory. The first step 
would be to determine an explicit expression for 
the PLS regression vector. I  began the task know-
ing that it would take years.
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In 1999, I joined FOSS to work with image analysis 
and artificial neural networks. This was one of the 
topics that had appealed to me the most during 
my time at Lund University/AstraZeneca. The new 
job at FOSS was exciting and I got to travel around 
the world. I did not work much with PLS in my 
daily work, but I heard some interesting news― 
that researchers at the Chemometrics Laboratories 
at FOSS in Hillerød had been using my variable 
selection method for quite some time. I was de-
lighted to learn that it had been suggested to 
them by Lars Munck’s group. The method was be-
ing used even though it hadn’t been published! 
Even better, it was being used in the company that 
I was working for! At this time, all the work on the 
theory of the PLS regression vector was done at 
night, during flights, or whenever I had a chance, 
and progress was very slow. One of the projects I 
worked on as part of sales and support of image 
analysis solutions within grain quality inspection 
was a new type of analyzer to be used in Japan. 
Because of this project, I went more and more of-
ten to Japan, and one day, the General Manager at 
FOSS in Japan asked me to move to Japan to work. 
I moved in 2004 and soon met my wife, but that is 
another story.

My most important work from a revenue point of 
view was (and still is) to work with new customers, 
introduce new instruments, or do both simultane-
ously. These are important tasks for all application 
specialists at FOSS. However, we cannot work on 
new projects all the time, and in my case, I was 
also involved with customer training, internal train-
ing, and the support of everyday sales and service 
activities. I also dedicated some of my office hours 
to my own research. Someone once asked me: “But 
are you allowed to do that? You are not hired to do 
that, are you?” My answer was that I  have never 
asked if I  was allowed or not. I said that it  is some-

thing that I have to do, and that this was accepted 
by FOSS Japan from the beginning. In this way, I 
was able to continue my research, sometimes in 
the office, sometimes in the backseat of a car on 
the way to yet another customer, sometimes at 
airports, and sometimes at business hotels. My 
main work was to push the quality of calibrations 
and datasets, and thus, I  could not carry out full-
time research. In any event, because ideas take 
time to grow, I  felt that I did not need more time. 
Instead, I thought it was good to keep in touch 
with the “real” chemometrics working with cus-
tomers data as much as possible. It also forced me 
to find new ways of doing research, such as in im-
mensely packed trains while commuting to and 
from the office 90 minutes each way every day. In 
such a train, you can’t even read a book because 
the person next to you is standing too close to 
you; I could only choose between listening to my 
iPod or closing my eyes and trying to do the 
mathematics. I’m sure that I was the only one in 
the train thinking about PLS (with a smile on my 
face!).

I finally discovered how the PLS regression vector 
could be expressed explicitly and termed it Krylov-
PLS. Later it would turn out that I had discovered 
the worst way of doing PLS. I  installed LaTeX on a 
couple of computers so that I could write the 
mathematics properly, and I wrote down my find-
ings. I had been working on this alone for such a 
long time, and I had been away from the scientific 
community in the field of chemometrics, so I pre-
ferred to have someone to write with. I sent my 
paper to Rasmus Bro and Lars Nørgaard. Although 
they were very positive, they did not have time to 
be coauthors. Instead they gave me a list of the 
best researchers in the field to work with. The list 
of names was surprisingly short, which confirmed 
to me for the first time that my scoop was at a 
good level and somewhat unique. I started with 
Sijmen de Jong, a very famous chemometrician 
from the Unilever Research Laboratories in the 
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After the AstraZeneca project, I joined FOSS to do im-
age analysis. The calibration work was ANN based, the 
PLS research continued and kept me awake at nights.

Chemometrics and image analysis took me to Japan 
where the PLS research continued. 



Netherlands, because I had met him in Iceland in 
1994 and because I was impressed by his publica-
tions. He gave me very valuable feedback on the 
formulas and equations regarding typing errors, 
and he advised me how to write things; for exam-
ple, the Krylov sequence is normally written in the 
opposite way to a polynomial. He thought the con-
tent was too limited to publish a new paper and 
said, “It will not be easy to publish these results as 
they are.” He was right. For some reason, I lost con-
tact with Sijmen. Maybe he was tired of PLS after a 
whole career with it, or maybe he just thought that 
I might as well do it  myself. In any event, I am very 
grateful for his valuable comments. I realized that 
the content wasn’t substantial enough and that I 
would have to do something drastic to change the 
theme of the paper. I added another PLS algo-
rithm, something that had come up in a research 
side-track from my time in Japan. I later called it 
direct-scores PLS. Perhaps I could make a compari-
son of the direct-scores PLS and the explicit ex-
pression for the regression vector to be able to 
publish a paper? I had noticed that the two meth-
ods had very different numerical properties even 
though I knew they were theoretically identical, 
but I did not yet realize that this would be some-
thing that I could write about.

I had only heard of Rolf Manne from the che-
mometrics group at the University of Bergen once 
before, when I went to Umetrics in Umeå where 
Svante Wold mentioned Rolf Manne in a comment 

on the deflation of Y-variables (that it was not 
theoretically necessary to do it, but that the Umet-
rics software did it anyway). I wondered if it would 
be a good idea to ask Rolf Manne for comment. I 
found out via Google that he was a professor in 
theoretical chemistry and you never know about 
those guys. In any event, I wrote to him to ask for 
his comments and it turned out to be one of the 
best decisions I ever made. He was very helpful, 
but he was not interested in becoming a coauthor. 
Although we are yet to meet in person, it turned 
out that we had more to talk about than PLS. We 
have become friends through our correspondence 
and I hope to meet him some day. However, the 
words of Sijmen still echoed in my head. Would it 
be possible to make my work substantial enough 
for publication?

In the summer of 2008, I received an email from 
Rolf Manne telling me that there was a big discus-
sion on the International Chemometrics Society 
listserver, an Internet discussion forum for che-
mometricians. I still remember checking the dis-
cussion very late one night in a hotel in the city of 
Naha in Okinawa, southern Japan. It seemed to be 
more or less a flame war! The debate was over a 
paper for which Rolf Manne was a coauthor, and it 
discussed model residuals and “consistency” in PLS 
regression. I still remember how I was shocked at 
what I read and immediately, I became very inter-
ested. As soon as possible, I made sure that I had 
all the scientific papers necessary, and I started 
reading to make up my own opinion on the mat-
ter. I then realized that the debate on which algo-
rithm should be preferred and the residuals was 
the greatest thing that could happen to me. Sud-
denly, I had a context in which my ideas on PLS 
could be presented and discussed and would be 
interesting to other chemometricians or people 
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I got one more reason to continue my research in Ja-
pan, but that is another story.

In 2007, I finally found the explicit expression for the 
PLS regression vector. Later it turned out that I had 
also found the worst way of doing PLS regression.520
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where ka+1 is the unit-length normalization constant. The defla-
tion of X can be used to create a recurrent formula for obtaining
normalized score vectors via X, y, and the previously calculated
score vectors,

Ua = [u1 u2 · · · ua] (14)

Xa = (I− UaU′
a)X (15)

ua+1 = ka+1(I− UaU′
a)XX′(I− UaU′

a)y (16)

Direct loading vectors Ra will be used to generate orthonor-
mal scores as Ua = XRa. This idea has been used previously by
Höskuldsson [14] and de Jong [4], for example.

Ra = [r1 r2 · · · ra] (17)

Xra+1 = ka+1(I− XRaR′
aX′)XX′(I− XRaR′

aX′)y (18)

Xra+1 = ka+1X(I− RaR′
aX′X)(I− X′XRaR′

a)X′y (19)

ra+1 = ka+1(I− RaR′
aX′X)(I− X′XRaR′

a)X′y (20)

The new recursive expression in Equation (20) is the core idea of
the new direct-scores PLS1 algorithm. The direct loading vectors
ra+1 are based on only X, y, and Ra, whereas methods previously
presented have also used other vectors and matrices [2,6,14].

The implementation of the direct-scores PLS1 algorithm is built
upon an analysis of Equation (20) and by taking its rightmost
element to define a new recursive variable,

sa+1 = (I− X′XRaR′
a)X′y (21)

To avoid repeating the same multiplications, the difference sa+1 −
sa is used to obtain

sa+1 = sa − X′Xrar′aX′y (22)

After sa+1 is calculated, it is inserted back into Equation (20), where
it came from, followed by expansion, namely

r̃a+1 = (I− RaR′
aX′X)sa+1 = sa+1 − RaR′

aX′Xsa+1 (23)

ũa+1 = X r̃a+1 (24)

ka+1 = 1
‖ũa+1‖

(25)

ra+1 = ka+1̃ra+1 (26)

where r̃a+1 is the unscaled direct-scores loading vector. It is ben-
eficial to introduce some auxiliary variables to avoid repeated
multiplication of the same instances. It then becomes appar-
ent that these variables correspond to variables frequently
used in other PLS algorithms. The best order of execution of
the matrix multiplications is found by analyzing Equations (22)
and (23). Finally, the selection of orthonormal columns for U
simplifies to

b = R(R′X′XR)−1R′X′y = RR′X′y = RU′y = Rq′ (27)

as also seen in Equation (6). The calculation of r̃a+1 is similar
to that of the SIMPLS method, and is identical to that of the
improved kernel PLS algorithm, where sa corresponds to wa in

NIPALS [6], but it is scaled differently here. The complete direct-
scores algorithm is given in the Appendix, and it is very similar
to the improved kernel algorithm by Dayal and MacGregor [6],
although the route taken to get there was quite different.

4. THE KRYLOV PLS1 ALGORITHM

The Krylov PLS1 algorithm is based on results obtained when
algebraically looping the NIPALS algorithm. By replacing every
variable (w, t, p, and q) by the original X and y, and then insert-
ing into Equation (12), explicit expressions can be obtained. The
variable ci is introduced as

ci = y′(XX′)iy (28)

With this nomenclature, the regression vectors from the NIPALS
algorithm, combined with Equation (12) for A = 1, . . . , 3 become

b1 = c1

c2
X′y (29)

b2 = c1c4 − c2c3

c2c4 − c2
3

X′y + c2
2 − c1c3

c2c4 − c2
3

X′XX′y (30)

b3 = c1c4c6 − c1c2
5 − c2c3c6 + c2c4c5 − c3c2

4 + c2
3c5

c2c4c6 − c2c2
5 + 2c3c4c5 − c2

3c6 − c3
4

X′y

+ c1c3c6 − c1c4c5 + c2c2
4 + c2c3c5 − c2

3c4 − c2
2c6

c2c2
5 − c2c4c6 − 2c3c4c5 + c2

3c6 + c3
4

X′XX′y

+ c1c3c5 − c1c2
4 + 2c2c3c4 − c2

2c5 − c3
3

c2c4c6 − c2c2
5 + 2c3c4c5 − c2

3c6 − c3
4

X′XX′XX′y (31)

The important observation here is that the PLS1 regression vector
is always built up from linear combinations of

[
X′y X′XX′y X′XX′XX′y . . .

]
(32)

forming the theoretical structure ofV in Equation (5). The require-
ment forV to form a PLS1 regression vector based on A PLS factors
is that it contains A different linear combinations of all the A vec-
tors in Equation (32). A sequence of vectors with a structure like
this is called a Krylov sequence, which is well known as being
related to PLS regression [12,13,15,16]. If the Krylov sequence
itself is used to define V, explicit expressions can be obtained by
expanding them in Equations (9) and (10), namely

bA =
[
X′y X′XX′y . . .

]





c2 c3 · · · cA+1

c3 c4 · · · cA+2

...
...

. . .
...

cA+1 cA+2 · · · c2A





−1 



c1

c2

...

cA





(33)

bA =
[
X′y X′XX′y . . .

] [
XX′y XX′XX′y . . .

]+
y (34)

Implementing the one-line Equation (34) is easy to do and needs
no explanation, see Appendix.
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You are wrong about PLS 
because we are right

You are inconsis-
tent because we are 

consistent.

In 2008 there was a fight going on in the chemomet-
rics community. The war on residuals was the best 
thing that could happen to me. Suddenly I had a con-
text to put my results into that would make it inter-
esting to many readers.



within applied mathematics. I  then decided to add 
other algorithms to the paper and to compare 
them. The war on residuals was the final key to 
writing a paper that clearly explained the differ-
ences. I  thought that the missing concept in the 
war on PLS residuals was the point about numeri-
cal differences between algorithms. Although the 
discussion on residuals regarded a theoretical dif-
ference, it was not clear why the algorithms gave 
different results for the cases where they theoreti-
cally should have been the same. While starting to 
write the paper, Rolf Manne was my mentor and 
his most helpful critique was that I should not use 
NIPALS as a reference, as I had done originally. This 
guided me toward the idea of comparing against 
the theoretically exact regression vector.

But how would I be able to compare the algo-
rithms? The algorithms all gave slightly different 
results. I  then got the idea to use more decimals in 
the calculations. I downloaded and installed the 
Multiple Precision Toolbox for Matlab written by 
Ben Barrowes and hacked it a little to get it work-
ing to my requirements. I found that when using 
more than 500 decimals in the calculation, and 
after rounding to normal double precision (which 
is what I used in most software packages), all algo-
rithms gave identical results for up to 40 factors, a 
very high number, definitely more than enough for 

all four real datasets that I used. The only problem 
was that the calculations took days or weeks to 
complete. I remember that I added a function that 
would automatically email me when new results 
had been produced or when an error appeared. In 
this way, I could do other things without nervously 
checking the results all the time. After completing 
the high-precision calculations, I could compare 
each algorithm with something that was as close 
to exact as possible instead of referring to NIPALS. 
For a while, I was very absorbed in this new ap-
proach to the problem and I worked very hard to 
get the paper in good shape. I very rarely saw my 
family, but I knew that this project would soon 
come to an end. One day I said to Rolf Manne, 
“now I will submit”. After 11 years of work, even if 
Rolf thought that more could have been done be-
fore submitting, I  sent the paper to the Journal of 
Chemometrics. Anyway, I thought the reviewers 
would have many comments.

The handling of the review by the Journal of Che-
mometrics was good. I  have to admit that respond-
ing to the three peer reviewers meant that I was 
busy once again. Never before have any of my pa-
pers been reviewed by three professors. Perhaps 
the journal had selected three professors because 
the paper had high potential? I thought so, and I 
was encouraged even if responding to their com-
ments was a lot of work. The comments that I had 
received before from Sijmen de Jong and Rolf 
Manne were valuable, but the comments from the 
reviewers were even better, and I regard the re-
viewers as coauthors. Most of their comments 
greatly improved the paper and only a few redun-
dant tables made it worse in my opinion. The prob-
lem was really how to make all the reviewers 
happy because they had different opinions. The 
heaviest work resulting from the comments was to 
add a table on the calculation speeds for huge da-
tasets such as those of metabonomics data having 
more than 100,000 variables. I only had 32-bit Win-
dows on my computers at work, and it could not 
handle such large datasets. The only solution was 
to install a 64-bit Linux operating system. I came to 
realize that Ubuntu Linux is now in very good 
shape and that Octave can be used as an alterna-
tive to Matlab. Thank you, reviewers, whoever you 
are!

After a year and three rounds of peer review, the 
paper was accepted for publication. I was of course 
very happy, but then it was time to get the type-
setting right. This was also a challenge, but the 
editor-in-chief of the Journal of Chemometrics con-
tinually supported me. He agreed that making 
things easer for the readers was more important 
than making things easier for the typesetters. Fi-
nally, I could accept the typesetting for publication 
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Workflows for high-precision calculations and stan-
dard double-precision calculations.
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and it was published. after 12 years of work I was 
very happy to receive many emails commenting 
on my work from around the world. It was also 
interesting to see that Barry Wise and his Eigenvec-
tor Research, Inc. implemented my direct-scores 
PLS only a few months after its publication―an 
impressively quick time for implementation. They 
even took it further and added the PLS2 version, to 
my great delight. At the end of summer 2010, Barry 
Wise posted some comments on the International 
Chemometrics Society listserver about my paper, 
and a quite lively discussion among experts from 
all around the world started. It was nice for me to 
see my work being discussed, and what a pleasure 
it was for me to drop a comment or two!

On October 6th 2010, I received an unusual email. 
In fact, it looked like spam in the form of “you are 
the winner...” When I opened the email, I saw that 
it was about my paper and I had been awarded 
the Kowalski Prize―the finest award in che-
mometrics for the best theoretical paper published 
in the last two years. What a surprise! I didn’t even 
know that I had been nominated. At first I  thought 
a prize like this was not important, but then I real-
ized that because of the award, I would be able to 
explain to people who couldn’t understand the 
mathematics that I had produced something of 
worth. Furthermore, I could be sure that the top 
tier of international researchers understood the 
significance of what I had presented. This made me 
very happy. I felt that I could be understood and I 
even came to realize that I myself was in the top 

tier! What a feeling! I  think that the award is not 
only important to me, but also to my employer, 
FOSS. It clearly states that we are at the highest 
international level, even regarding details like the 
theoretical aspects of chemometrics. I am just one 
of the many application specialists in the FOSS 
organization, and I know that all of us are doing a 
very good job, and that we are essential to our so-
lutions. The award confirms to our sales staff and 
our customers that they can be confident that the 
people behind our solutions always strive for and 
can obtain world-class results.

This story has a very pleasant ending. Just before I 
received the award, I  was notified that the che-
mometrics section at FOSS will be managed by an 
old friend from the beginning of my career in PLS 
research. Lars Nørgaard has just joined FOSS to 
lead the chemometrics team. In my upcoming 
work in PLS research, I hope that the variable se-
lection method will someday be published. After-
ward, I would like to present a completely new 
idea on how to perform PLS regression, which is 
unlike any previously presented PLS method. After 
that I might retire.

            2010-10-09
            Martin Andersson, FOSS Japan K.K.
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I got a mail: “You are the winner.” It sounded like 
spam, but it turned out to be better.


